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Human-centered reinforcement learning in 
de novo molecular design

Mátyás Antal1, Bence Bolgár1, Péter Antal1

1. Budapest University of Technology and Economics, Budapest, Hungary

Fig. 2. Schematic illustration of a human-feedback reinforcement learning 

method developed by Deepmind. Source: [5]

LITERATURE REVIEW

Ensuring the success of the design

process requires considering human

feedback accuracy and consistency. This

includes evaluating expert qualifications

and feedback collection methods. The

limitations of generative models and

reinforcement learning must be

addressed to achieve optimal results.

Responsibility and credit for the final

output must also be determined

The proposed research combines human

expertise and machine learning in de

novo molecular design through human-

centered reinforcement learning. This

study aims to provide a framework for

more efficient, effective, and ethical

molecular design processes. The

expected outcome is improved quality of

molecular design and advancement of

the field.
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PRELIMINARY CONSIDERATIONS

RESEARCH METHODOLOGY  

CONCLUSIONS

RL-based methods in molecular design 

can be broadly categorized into two main 

approaches[1].

Despite the absence of prior research on

Human-feedback RL in the domain of

molecule design, it is currently a rapidly

growing area of study, with most methods

focusing on guiding the training process

by utilizing human feedback[4].

1.Review of generative models: Review 

existing literature on generative models 

for molecular design, considering factors 

such as performance and compatibility 

with reinforcement learning.

2.Model selection: Select the most 

appropriate generative model to serve as 

a base for the proposed framework.

3.Framework: Develop a framework for 

training reinforcement learning algorithms 

using human feedback, taking into 

account desired molecule properties.

4.Flexible integration: Design 

framework to allow easy integration of 

new generative models and 

reinforcement learning algorithms. 

ABSTRACT INTRODUCTION

The proposed research focuses on the

application of reinforcement learning in

de novo molecular design. By

incorporating generative models and

human feedback, this study aims to fine-

tune the structure of a molecule while

satisfying certain constraints. The

significance of this research lies in its

ability to upgrade current molecular

design models and leverage human

expertise. The expected outcome of this

study is to reinforce the success of

reinforcement learning in the field of

molecular design and contribute to the

advancement of this area of research.

Recent developments in human-feedback

reinforcement learning (HFRL) have

demonstrated the potential to significantly

improve the performance of agents by

incorporating human expertise with

machine learning algorithms. Building

upon the success of machine learning in

the field of de novo molecular design, the

integration of HFRL has the potential to

further enhance molecule design

process.

1. Model fine-tuning: Pre-trained 

generative models guided by RL to 

generate optimized molecules[2].

2. Direct reinforcement: RL directly 

modifies molecular structure[3]."

AGENT
Modify

Score

MODEL
Generate

Fine-tune

Fig. 1. Imaginary depiction of expert guided molecule design. 

Source: DALL-E



Framework for Trustworthy AI
in the Health Sector
Mykhailo Danilevskyi - D22126578@myTUDublin.ie
School of Enterprise Computing and Digital Transformation,
Faculty of Computing, Digital and Data, TU Dublin, Ireland
Supervisors: Dr. Fernando Perez Tellez, Dr. Davide Buscaldi

Introduction
The European Commission defines that Trustworthy AI should be lawful, ethical and robust. The ethical component and its technical methods are
the main focus of the research. According to this, the initial research goal is to create a methodology for evaluating datasets for ML modeling using
ethical principles in the healthcare domain. Ethical risk assessment will help to ensure compliance with principles such as privacy, fairness, safety and
transparency which are especially important for the Health Care sector. At the same time, risks must be evaluated with respect to AI model performance
and possible scenarios of risk mitigation. Ethical risk mitigation techniques involve data modification, elimination of private information from datasets
that directly influence AI modelling. Therefore ethical risk mitigation techniques should be carefully selected depending on domain and context. In this
research work, we present an analysis of these techniques.

Privacy
Privacy principle declares that data is protected
and used with owner consent. The aim of the
section is to research methods for private data
detection and de-identification with minimum
information loss.
The following methods have been researched for
the best suitability for healthcare data: Regex,
Conditional Random Fields, Machine Learn-
ing (LR, SVM, Decision Trees), Deep learning
(CNN, RNN, LSTM, BERT)

Fairness
Compliance with fairness principle ensures that model decisions are not discriminating and equally
correct for any group of AI users by gender, age, race, etc. For healthcare AI powered solutions,
fair and unbiased decisions are critical for people’s health. For example, younger people have higher
underdiagnosis AI decision rate than older people, because they are naturally healthier and this
is reflected in AI train data. In order to avoid such cases, it is required to measure and mitigate
bias in train data. The following detection methods and techniques are being used in experiments
with healthcare data: Data pre-processing methods - Re-weighing [1], Optimized pre-processing [2],
Learning fair representations [3], Disparate impact remover [4]; Data in-processing methods - Ad-
versarial debiasing [5], Prejudice remover [6]; Data post-processing - Equalized odds post-processing
[7], Reject option classification [8]. Tools: AIF360, Google What-if, Fairkit, Fairlearn.

Case Study: Improve Fairness using Disparate Impact Remover Algorithm
The initial experiment was conducted on the dataset that contains information about the loan applicants*. Gender was selected as applicants protected
attribute which means that in the ideal world loan approval rate is equal for applicant regardless of gender. Fairness was estimated with Disparate
Impact metric. If the value of the metric is greater or equal to 0.80, then it is considered that there is no discrimination in loan approvals between
genders [9]. During the experiment, Disparate Impact Remover algorithm was applied to improve fairness of the loan approval logistic regression model.
Disparate Impact Remover algorithm transforms numeric data to minimize differences between genders in loan amount, terms etc. The algorithm was
selected randomly for initial exploration of the fairness problem. The algorithm improved Disparate Impact metric from 0.66 to 0.71. The improved
result is still lower than normal 0.80, which means that further analysis of other methods is required.
* - experiments with healthcare related data will be conducted in the next stage.

Conclusions and Future Work
Creation of a framework of trustworthy AI in the healthcare sector is critically important for ensuring privacy, bias-free and fair decision by AI-powered
healthcare systems. As a future work, the following subgoals are planned to achieve: 1) Identify peculiarities of health datasets; 2) Apply methods
and techniques for detecting and de-identification of private information. Define de-identification methods that best work with healthcare data taking
into consideration possible loss of meaningful data; 3) Apply methods and techniques for detection and mitigation of bias in datasets. Define the best
methods for healthcare.
** The HCAIM (the Human-Centred AI Master’s Programme) Project is Co-Financed by the Connecting Europe Facility of the European Union Under Grant №CEF-TC-2020-1 Digital Skills 2020-EU-IA-0068.
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NOISY DATASETS OF UNSTRUCTURED TEXT FROM 
CARDIOLOGY RECORDS WITH NER CLASSIFIER

ABSTRACT

With the health care system, the
data labels associated with them are
intrinsically noisy, and training
models using noisy labels severely
degrades their generalization
performance, even if they are
essential in modern deep learning
applications.
Specifically, the research will be
based on noisy dataset of
unstructured Italian texts, from
cardiology medical records
using active learning to improve the
performance of a medical NER
classifier based on deep networks.

INTRODUCTION RESEARCH 
METHODOLOGIES

In this thesis will be proposed:

 A Data Augmentation system

that performs Mention

Replacement on a biomedical

dataset provided by the

Policlinico di Napoli Federico II.

 Active Learning is employed to

select the most informative

samples from the augmented

pool.

 A Reinforcement Learning

framework automatically learns a

selection policy to augment

samples during the Active

Learning cycles.

CONCLUSION

References:

Dai, X., & Adel, H. (2020). An Analysis of Simple Data
Augmentation for Named Entity Recognition. ArXiv,
abs/2010.11683.

Bartolini, I., Moscato, V., Postiglione, M., Sperlí, G., & Vignali, A.
(2022). COSINER: COntext SImilarity data augmentation for
Named Entity Recognition. Similarity Search and Applications.

Fang, M., Li, Y., & Cohn, T. (2017). Learning how to Active Learn:
A Deep Reinforcement Learning Approach. ArXiv,
abs/1708.02383.

Figure 1: The graphic representation of research and explanation of methodology.

Anonymization and sanitization
methods are crucial for GDPR
compliance.

• Anonymization renders data

unrecognizable, removing

personal identifiers and sensitive

metadata.

Named-entity recognition is a

Natural Language Processing

(NLP) task whose purpose is to

identify entities within a

sentence.

The entities to be identified

depend on the domain of

interest: in our case, it is

Biomedical Named-entity

recognition (BioNER), where

the objective is to identify

entities in the medical field such

as diseases, genes, chemical

agents.

Since (Bio)NER models require a

lot of data to train on, the

technique of Data Augmentation

is used to obtain new samples by

making modifications from the

data already available.

The selection of augmented data

for the re-training of the NER

model is done through a

Reinforcement Learning

approach called Policy-based

Active Learning.

ETHICAL ISSUES

This thesis aims to evaluate the

effectiveness and the goodness

of policy-based active learning

approach for improving Bio-

NER model, starting from

biomedical Italian dataset and

manipulating them via data

augmentation, generating a new

dataset of noisy samples.

• Sanitization minimizes

unnecessary information,

including sensitive data.

Eliminating irrelevant details

ensures compliance and protects

individual privacy.

Augmented
Dataset

Pool of data 

obtained from Data 

Augmentation

Data Augmentation
system

Data Augmentation framework Mention 

Replacement starting from the initial 

Training Dataset

Reinforcement
Learning 

Framework

State

State: obtained from 

the instance of 

Augmented Dataset 

under examination

Reinforcement 

Learning Agent: will 

evaluate the status 

and decide whether 

or not to include the 

instance under 

examination in a new 

dataset

New Training 
Dataset

New dataset initially 

empty and which will be 

filled by the instances 

considered eligible by 

the Reinforcement 

learning Agent.

NER Model, initially trained 

with the training dataset. 

Then it will be re-trained with 

the new training set to 

evaluate the selection 

policy.

NER Model

Training 
dataset

initialize

Initial dataset, 

provided by the 

Cardiology 

department of 

Policlinico di 

Napoli Federico II



GPT-3-based features extraction 
from EHR of cancer patients
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1. Information extraction from EHR
A. Extract a timeline of events from

textual records
B. Extract a minimum dataset

composed of patient anamnesis,
comorbidities, performance status,
etc.

2. De-identification of patient records
and Data FAIRirication
A. For data to be Findable, unique

identifiers and indexes must be
used.

B. Accessible data should be stored in
a place where access is governed
by an open access protocol, and
security roles should be
implemented.

C. Data must use vocabularies and
metadata in order to be
Interoperable.

D. To be Reusable, the data should
have a clear reusability license.

Context

The use of electronic health records
(EHR) is becoming more frequent in the
majority of Italian hospitals.

Research hospitals generate a huge
amount of data, but

lot of data does not 
mean lot of 
information.

The process of extracting information
from data is called data mining and
today it is possible to achieve this task
thanks to Artificial Intelligence tools.

From a “machine point of view” it is
easier to understand data contained in a
database instead of interpreting a free-
text human-written note.
The desire to have information stored in
a structured format is due to the
possibility of using it to assess data-
driven decision-making. Using this
method, physicians are able to apply
medicine that is patient-centric and
tailored to each individual patient
(precision medicine). [3]

Data

The dataset is a collection of Real
World Data collected in this hospital in
2018. Three histologies have been
selected:

Colon Breast Lung

Abstract. Research hospitals can count on a large amount of data collected within clinical practice, but these are often stored as free-text,
impossible to read by machines. We propose to apply data mining techniques, such as NLP for information extraction to our data. A final
objective is to extract features such as patient anamnesis, comorbidities, and performance status, structure them in a database, and ensure
data conform to FAIR principles to make it possible to use them for federated research.

Motivating Use Cases

References [1] Ji, H. (2009). Information Extraction. In: LIU, L., ÖZSU, M.T. (eds) Encyclopedia of Database Systems. Springer; [2] Sinaci AA, Núñez-Benjumea FJ, Gencturk M, Jauer ML, Deserno T, Chronaki C, Cangioli G, Cavero-
Barca C, Rodríguez-Pérez JM, Pérez-Pérez MM, Laleci Erturkmen GB, Hernández-Pérez T, Méndez-Rodríguez E, Parra-Calderón CL. From Raw Data to FAIR Data: The FAIRification Workflow for Health Research. Methods Inf
Med. 2020 Jun;59(S 01):e21-e32. doi: 10.1055/s-0040-1713684. Epub 2020 Jul 3. PMID: 32620019. [3] Bhalla S, Laganà A. Artificial Intelligence for Precision Oncology. Adv Exp Med Biol. 2022;1361:249-268. doi:
10.1007/978-3-030-91836-1_14. PMID: 35230693.

Natural language processing (NLP)
refers to the branch of computer
science regarding computers’ ability to
interpret text and spoken words.

Information Extraction (IE) is a task of
extracting pre-specified types of facts
from written texts or speech
transcripts and converting them into
structured representations. [1]

These techniques will be used in the
first and second phases of the work to
achieve information extraction and de-
identification tasks.

Methods

3. Patient Search for cohort
discovery:

“I’d like to investigate how 
many patients are prescribed 

drug X for condition Y and 
return to hospital within time Z”
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Detecting Fake News

using Machine Learning
Roberto Buono

Università degli Studi di Napoli Federico II, Naples

INTRODUCTION RESEARCH METHODOLOGY CONCLUSIONS

Abstract. Internet is a fundamental tool,
whose importance has reached
astounding levels, so much so that it has
become essential in our lives.

One of its aim is information. Users, in
fact, use Internet to inform and
communicate with each other on the
main available platforms.

However, one of the main problems is
that these platforms do not exercise
control over the available content. So
some users try to spread fake news
through these platforms, phenomenon
that has reached dimensions out of
control.

Fake news includes information
presented in a biased or distorted
manner, even in a manipulated or
decontextualized way, or real information
praising cyberbullying or hatred.

A human being may not be able to detect
a fake news, and it is therefore necessary
the help of machine learning that, thanks
to the help of the machine learning
classifiers, manages to find all possible
fake news present.

Unfortunately nowadays it is very easy to
spread fake news on the major online
platforms (e.g. Facebook, Twitter, etc.).

Machine learning is the part of artificial
intelligence that helps in making the
systems that can learn and perform
different actions [1].

The real challenge today is to find fake
news [2] due to the fact that this is a
difficult task.

Some researchers [3] claim that having
recourse to machine learning has been
very useful because algorithms of
machine learning are trained to fulfil this
purpose. Machine learning algorithms
could detect the fake news automatically
once they have trained.

Fig. 1. In the Era of Fake News, Teaching Media Literacy is a Must. Illustration by Let Grow.

References [1] Donepudi, Praveen. (2019). Automation and

Machine Learning in Transforming the Financial Industry. Asian

Business Review. 9. 129-138. 10.18034/abr.v9i3.494.

[2] Shu, K., Sliva, A., Wang, S., Tang, J., & Liu, H. (2017). Fake

news detection on social media: A data mining perspective. ACM

SIGKDD explorations newsletter, 19(1), 22-36.

[3] William Yang Wang. (2017). “Liar, Liar Pants on Fire”: A New

Benchmark Dataset for Fake News Detection. In Proceedings of

the 55th Annual Meeting of the Association for Computational

Linguistics (Volume 2: Short Papers), pages 422–426,

Vancouver, Canada. Association for Computational Linguistics.

Given the increasingly massive use of
the internet, fake news are nowadays
rampant.

Users can profit by sharing a large
number of fake news on major online
platforms, that may damage the
reputation of some.

The online tool could effectively extract
relevant features from the textual
content, such as sentiment analysis,
linguistic patterns, and contextual clues.
These features contributed to a more
comprehensive assessment of fake news
and improved the detection process.

For future exploration a promising
avenue could be the integration of Image
Analysis, by exploring the functioning of
image captioning with the aim of
enhancing the accuracy of the fake news
detection.

The objective of this research is to
evaluate the effectiveness of an online
tool in detecting fake news by analysing
textual content using a NLP algorithm.

It’s crucial to conduct a comprehensive
review of existing literature on fake news
detection, NLP algorithms, and online
tools, trying to identify the strengths and
weaknesses of previous approaches and
tools.

Once that an appropriate online tool for
fake news detection based on its
capabilities, reputation, and availability
has been selected (considering factors
such as accuracy, scalability, ease of
integration, and compatibility with the
research objectives), it’s important to
gather different datasets of news articles
from various sources, that includes
textual content, ensuring the datasets
cover different topics and reflect real-
world scenarios, manually labelling the
articles as either fake or real to create a
ground truth for evaluation.

Subsequently, we will apply the NLP
algorithms provided by the online tool to
extract relevant features from the textual
content.

Lastly we come to the evaluation and the
analysis of the performance of the tool in
detecting fake news based on the results,
identifying strengths and weaknesses of
the tool in differentiating between real
and fake news.

Fig. 2. Methodology.

News (fake and real) data collection 

through the production of special 

datasets different in terms of context

⥥
Taking the news’ text as input into the 

online tool

⥥
Evaluation of the performance of the 

model using appropriate evaluation 

metrics (i.e., accuracy or precision)

⥥
Analysis of the performance of the 

online tool in detecting fake news 

based on the evaluation results



The detection of abusive language in online conversations is
a vital problem in society that requires attention. With the
rapid growth of online platforms and social media, there has
been an alarming increase in the prevalence of abusive
language, hate speech, and cyberbullying. Such behaviour
not only negatively impacts individuals but also undermines
the inclusivity, safety, and well-being of online com-
munities. Consequently, there is a pressing need for effective
tools and strategies to identify and mitigate abusive
language in real-time. Abusive language detection has
received extensive attention for social media, but far less
within the context of conversational systems.

Several works have investigated the application of machine
learning algorithms and different features extraction
techniques to define automatic approach for abusive
language detection. Currently, the state of the art in abusive
language detection primarily relies on the application of
Natural Language Processing (NLP) techniques, particularly
utilizing machine learning approaches such as Large
Language Models (LLMs).

In the field of social media and online content moderation, it is
important to acknowledge the existence of numerous forms of
unsafe content, such as toxicity, abusiveness, hate speech, biases,
stereotypes, cyberbullying, and identity attacks.

This means we recognize that these distinct content types may
necessitate diverse approaches for effective mitigation. Moreover, it
is worth noting that there is currently no universally accepted
framework or consensus regarding the classification and
characterization of unsafe behavior within pretrained language
models. The absence of an established categorization is
compounded by the fact that individual interpretations of such
behavior can vary significantly due to differing social contexts and
backgrounds. This prompts the research questions as follows:

1. To test our hypothesis on the efficacy of LLMs in detecting
abusive language through the objective of comparing the
performances.

2. Exploring the explainability (XAI) of these LLMs and understand
the decision-making processes behind their identification of
abusive language.

3. To investigate the different social and ethical differences in how
abusive language detection models and algorithms work and
their subsequent strengths and weaknesses.

Fig 2: This methodology process of the proposed paper

We will be comparing the performance of three prominent
LLMs (ChatGPT LLM, Facebook LLM, and Google’s BERT/BART
LLM) in detecting abusive language. Our dataset sources will
utilise ConvAbuse, Wikipedia Abusive Conversations and
other public datasets.

of abuse in conversations 

Acknowledgements. The HCAIM (the Human-Centred AI Master's Programme) Project is 
Co-Financed by the Connecting Europe Facility of the European Union Under Grant №CEF-TC-
2020-1 Digital Skills 2020-EU-IA-0068. 

Fig 1: The three-level hierarchical taxonomy for categorizing offensive language, proposed by Zampieri et al. (2019).

This research examines the efficiency of Large Language Models
(LLMs) in detecting abusive language within conversations. The
study focuses on comparing the performance of three prominent LLMs:
ChatGPT LLM, Facebook LLM, and Google’s BERT/BART LLM. Our hypothesis
(H0) is that LLMs do not perform optimally and lack human alignment in
identifying abusive language, while the alternative hypothesis (Ha)
proposes that LLMs perform well in this task. The research further explores
the architecture and machine learning techniques employed by each LLM
and how this may affect abusive language dialogues. It also considers the
social and ethical differences inherent in online conversations. Additionally,
the explainability (XAI) of LLMs is investigated to gain insights into their
decision-making processes and potential limitations in detecting this type of
language. By analysing the explainabilty of LLMs, we can get a deep
understanding of how LLMs and their inheirant architecture can be used to
decrease harmful language online through the use of abusive language
detection. Public datasets such as OffensEval (2019), ConvAbuse (2022) will
be used in this research paper.

Abstract

Zaur Gouliev | HCAIM TU Dublin | June 2023 | Research Proposal | X00205702@mytudublin.ie | Supervisor: Rajesh Jaiswal, PhD

Background

Research Questions

Methodology

A HC approach to abusive language detection: Efficacy of LLMs

Labelled/Unlabeled Data:
Abusive Language Datasets

Preprocessing
NLP Tokens

Bag of Words

Feature 
Extraction

Feature 
Labelling

Trained models:
BERT

ChatGPT
LLAMA

XAI Approaches

Performances

Fig 3: An example of one of the many datasets we will train test and train our model on 
(Implicit Hate Speech Dataset, 2022)

Fig 4: The illustration of iteratively improving a toxic content 
detection model via the "build it, break it, fix it" process. (Image 
source: Dinan et al. 2019)



Dataset: 

“PolitiFact” provided by industry 

partner, collected from Twitter.

Preprocessing: 

- Text data: BERT model

- Image data: EfficientNetBO model

- User profile data: BERT model

- Graph Representation: Tweets as 

nodes, user relations as edges

Model Construction:

- Graph Neural Network

- Graph Convolutional Network for 

feature aggregation

Model Evaluation:

- Accuracy, Precision, Recall, F1-

score

- Analyze the impact of modalities 

and users on fake news detection

Fake news is a serious threat to the credibility
and trustworthiness of news on social media
platforms. Detecting fake news is challenging,
especially when it involves multiple modalities
such as text, image, and video. This research
aims to develop a framework for multi-modal
fake news detection by leveraging the
user’s social network context. The
hypothesis suggests that the user’s social
network can provide useful cues for identifying
the veracity and reliability of the news content,
as well as the intention and reputation of the
news sources. The research will use multi-
model approaches to extract features and
apply mutual attention to fuse them with social
network features, then evaluate on a large-
scale Twitter dataset provided by the industry
partner. The expected contributions are: (1) a
comprehensive analysis of the impact of
different modalities and social network features
on fake news detection, and (2) a multi-modal
fake news detection framework that
incorporates user’s social network context.

Multi-modal Fake News Detection on Twitter 
through User’s Social Network

Wan Yit Yong, X00205680@mytudublin.ie, Research Proposal

Human Centred Artificial Intelligence Master’s, School of Computing, Technological University Dublin, Ireland

Abstract

Background

Potential Societal Impact: The research aims to mitigate the harmful effects of

fake news by developing effective detection techniques. By identifying and

flagging false information, the research can help to create a healthier

information ecosystem, promote informed decision making and reducing the

spread of misinformation. As a result, people may trust online information

sources and society as a whole will become better informed.

Advancements in ICT: The research has implications for the field of

information and communication technology (ICT). The development and use of

graph neural network-based methods for fake news detection can advance the

state-of-the-art in machine learning and natural language processing. Beyond

fake news identification, these developments may also be used for sentiment

analysis, content suggestion, and customized user interfaces. By pushing the

limits of existing procedures and techniques, the research can help progress

ICT.

The main research questions for this study is how can multi-modal analysis and

social network context be leveraged to improve fake news detection on Twitter.

Besides that, there are 3 subordinate research questions as well:

- What are the distinctive features and patterns associated with fake news on

social media platforms, considering both textual and visual content?

- How can the social network context, including user interactions and network

structure, contribute to the identification and understanding of fake news

propagation patterns?

- How can graph neural network models be applied to capture the complex

relationships and dynamics within a user’s social network, enhancing the

accuracy of fake news detection?

Acknowledgements. The HCAIM (the Human-
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Fake news is a term that refers to false or

misleading information that is presented as factual

news, often with the intention of influencing public

opinion or gaining political or financial advantage.

Fake news can have serious consequences for

individuals and society, such as eroding trust in

institutions, sharing misinformation on health

issues, and polarizing opinions. Fake news is not a

new phenomenon, but it has become more

prevalent and pervasive in the era of social media,

where anyone can create and share content with a

large audience, without any editorial oversight or

accountability.

PRELIMINARY CONSIDERATIONS

RESEARCH METHODOLOGY

Research Question

Figure: An example 

showing that users are 

connected on the Twitter 

platform. 

Social media platforms like Twitter also enable

the use of multimedia content to enhance the

credibility and appeal of fake news. Moreover,

Twitter users can form echo chambers and filter

bubbles, where they are exposed to information

that confirms their existing beliefs and biases

and avoid information that challenges them.

Therefore, it is crucial to develop effective

methods for detecting and combating fake

news on social media platforms.



resulting in a very complex challenge. In fact, in

order to apply standard image Data

Augmentation methods to video sequences, the

time domain needs to be taken in consideration

and the changes applied to each frame must be

coherent through time.

In the Data Augmentation for Video Dataset,

time series of images are usually organized in

mini batches representing short clips. To

guarantee a time coherence, geometric and

color transformation must remain constant

through the entire mini batch, and they can be

randomized over different mini batches. In other

scenarios, 2D motion models can be used to

extend static image Data Augmentation

methods to videos.

Other Data Augmentation approaches use DL

models. DL models that perform better on

videos are those that are able to keep a

memory of the previous frames to generate the

new ones. The past frames contain information

about temporal variations in the scene, like

object motions, dynamic light changes, and

weather evolution, among others. RNN are

widely used for the analysis of text and time

series due to their ability to retain a memory of

the past inputs through their internal loops.

Recently, 1D RNN models (i.e., LSTM and

GRU) have been integrated to CNN to perform

video analysis and generation. Another

approach used to analyze image temporal

sequences is the use of 3D convolutions. In this

case, the third dimension is used to stack

several contiguous frames to obtain temporal

information. Extending generator networks with

a time series specific model like 3D

convolutions or RNN is a promising solution. [1]
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ABSTRACT

In this work, Data Augmentation approaches

are considered to cope with a small and

unbalanced video Dataset for improving lip

movements detection in a legal context.

INTRODUCTION

RESEARCH 

METHODOLOGIES
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Figure 1: Graphical Abstract. [1]

Deep Convolutional Neural Networks have

performed remarkably well on many Computer

Vision tasks.

These networks typically rely on large amounts

of training data to avoid overfitting. However,

good quality labeled data for real-world

applications may be limited. Data

Augmentation can alleviate the problem,

generating new data from a smaller initial

Dataset.

Data Augmentation algorithms are usually

specifically designed for single images.

Recently, Deep Learning models have been

applied for the Data Augmentation of video

sequences [1].

The aim of this work is the evaluation of how

different Data Augmentation approaches can

improve the performances of Deep Neural

Networks for real-life lip movements

detection applications.

After a survey on Image [2] [3] [4] and Video [1]

Data Augmentation techniques for Deep

Learning, an analysis of the strengths and

limitations of these methods is presented.

The most basic technique of Data

Augmentation for images is noise injection: the

Dataset is expanded creating duplicates of the

original images injected with random values in

the color space. Other common techniques are

geometric transformations, cropping, flipping,

rotating, translating, histogram alteration.

With the improvements in Neural Networks,

more advanced Data Augmentation methods

have been introduced.

Strategies based on generative modeling are

able to create new input belonging to a similar

distribution of the original Dataset. These

strategies use Generative Adversarial

Networks (GANs) to generate the new data.

Neural Style Transfer is another DL based

methodology able to augment the size of

image Datasets. A common trait of all these

methodologies is the use of images from the

original Dataset as a base for generating the

new images. A different approach is to

generate the images for the augmented

Dataset from physical models that approximate

the world.

Data Augmentation of Video Datasets adds the

temporal dimension to the images problem,

hair, age and therefore represent a diverse

sample. However, some imbalances still exist

in the learning domain that need to be

addressed. Thus, in order to fulfill the

requirement #5 “Diversity, Non-discrimination

and Fairness”, as specified in the Assessment

List of the Ethics Guidelines for Trustworthy

AI [5] presented in 2019 by the High-Level

Expert Group on Artificial Intelligence (AI

HLEG), Data Augmentation approaches

should take in account also this aspect.

Various Data Augmentation techniques will be

investigated and compared to improve the

performance and to avoid unfair Bias (lack of

diversity, non-representativeness) in an AI

system used to detect lip movements in a

real-life legal scenario.

CONCLUSION

The Dataset used in this work consists of

video of speakers that vary in appearance,

gender, skin tones, accents, glasses, facial

ETHICAL CONSIDERATIONS



Abstract.

Machine learning (ML) models are
starting to become widespread. This
brings new opportunities and enable us
to make algorithms that in some cases
outperform humans. But it also brings
new challenges.

In my thesis, I explored the field of ML
and MLOps through an international
industrial project. During this project, I
designed and implemented parts of a
machine learning system and used
MLOps tools in the process. I also ported
and deployed a machine learning model
to an iOS application I made. For the AI
system, I made a risk assessment and
covered a bunch of privacy-related
questions.

MLOps: Using machine learning in the industry
Balázs Tibor Morvay1

1. balazsmorvay@yahoo.com,  Department of Automation and Applied Informatics, Faculty of Electrical Engineering and Informatics, Budapest University of Technology and Economics, Műegyetem rkp. 3., H-1111 Budapest, Hungary.

Fig. 1. The system architecture.

Introduction I wrote the backend system in the

FastAPI2 framework in Python language.

Its primary task was to expose three

endpoints where data from three

sources could arrive. Then, process the

incoming data, perform validation,

transformations, and save the resulting

data in files. As these data were

intended to use as a dataset to further

train the pose estimation model of the

system, the files were version controlled

using DVC, to enable reproducible

experiments.

Fig. 2.Examples of Facediffusion anonymized images. The top images are the original ones, the middle row 

images are generated using the DDPM model, and the bottom row images are the super-resolved images.

I ported the ESPCN4 image super-

resolution model to iOS using the Core

ML framework. This enables iOS devices

to perform on-device inference, which is

a privacy-friendly ML setup, as sensitive

data never leaves the device, and there

is no need for an internet connection. I

also measured the model’s performance.

At the core of the resulting AI system is

privacy. Privacy was mainly achieved

using a face anonymization system.

Other efforts were made to make a

differentially private pose estimation

network, to preserve the privacy of

dataset members.

I also categorized the finished system

into the limited-risk AI category by

eliminating the unacceptable and high-

risk category: Our system clearly does

not pose such danger to be considered

as unacceptable risk, and it is not a

safety-critical system, does not operate in

a field where human rights are

particularly affected, and the other high-

risk properties are also not applicable.

Therefore, I classified it as limited-risk

category.
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iOS application

Facediffusion

The Facediffusion3 pipeline constructs

256x256 resolution anonymized images

from matching resolution images. The

pipeline first uses our Denoising Diffusion

Probabilistic model to generate 64x64

resolution synthetic images with facial

keypoint keeping. Then, a blind face

restoration network, DFDNet2, upscales

the images to 256x256 resolution. Some

results of Facediffusion can be seen on

Fig. 2. We also measured the pipeline’s

HCAI elements

The goal of my thesis was to examine 

the current state of MLOps through a 

real, industrial project, which I joined 

through my university (Budapest 

University of Technology and 

Economics). The project's name was 

IML4E1. It set industrial-grade ML 

integration as its main objective. This is 

an ITEA project that groups universities 

and experts from multiple countries 

(Germany, Finland, Hungary, etc.) and 

involves big corporations too (e.g. 

Siemens). Each country had a separate 

national project, and IML4E joined these 

into a European, large-scale project. The 

Hungarian consortium's goal involved 

making an ML system that can recognize 

and analyze children's posture, thus 

helping the work of school nurses, and 

allowing a more robust and precise 

diagnosis of spinal diseases. I 

contributed to the project from the 

beginning, in its early planning phase, to 

its implementation and release phase. 

Backend system

.

My contribution to the project was three-

fold:

1. I implemented the backend 

component responsible for data 

management part of the whole 

system. The system architecture can 

be seen on Fig. 1.

2. Together with my colleagues, we 

conceived and implemented an 

anonymization pipeline called 

Facediffusion.

3. I ported an ML model to iOS using 

the Core ML framework to enable on-

device model inference.

performance using different metrics, and 

the results are promising.
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INTRODUCTION

Abstract. The task is to gain deep
knowledge in the field of semantic
segmentation, which means exact pixel- or
voxel-level delimitation and classification of
objects, with the main goal to create a
semantic map of an indoor space.
For explainability, we plan to deeper
investigate the operations of a semantic
segmentation graph neural network, to
visualize its internals, and to understand why
something goes wrong, and how an existing
model could be supplemented with new
objects.

Deep learning based image processing
techniques have made significant progress in
the last decade and accordingly achieve
outstanding results in classification, object
detection and segmentation. The goal of this
thesis project is to create a semantic map of
an indoor space for robots and other smart
devices.

Tasks to be performed:
• Group the most important directions of

visual image recognition:
• Classification
• Detection
• Segmentation

• Describe the most important algorithms
and models in these fields

• Introduce CNN (Convolutional neural
network), GNN (Graph neural network)

• Describe semantic segmentation, discuss
state-of-the-art approaches

• Describe the concept of a semantic map
and the possibilities of its implementation

• Create a 3D semantic map of an indoor
environment

LITERATURE REVIEW

SIMULATORS AND DATASETS

CONCLUSIONS

PRELIMINARY CONSIDERATIONS

It is very important to learn the basics, we
need to familiarize ourselves with the given
topic. In order to learn the basics, we
performed a deep literature review.
• Object detection:

• Fast R-CNN [1]
• Faster R-CNN [2]
• YOLO [3]

• Semantic segmentation:
• Mask R-CNN [4]
• YOLACT, YOLACT++ [5]
• ESANet [6]

• 3D semantic segmentation:
• Kimera [7]
• Hydra [8]
• SceneGraphFusion [9]

We perform our experiments in simulated
environments for repeatability and for access
to ground truth. Not only the methods, but
also the data are very important:
• Matterport3D [10]
• ScanNet [11]
• 3RScan [12]

The semantic map must be good, because if
it is not suitable, then the robots will not be
able to perceive their environment well,
which can lead to many problems (incorrect
obstacle avoidance, wrong object fetching).

The goal of this thesis is to try and compare
different approaches for semantic mapping.
We would like to combine the benefits of the
segmentation neural network and the
geometric reconstruction with graph neural
network structure. We hope that the results
of graph neural networks are more
explainable than traditional deep methods.
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• Explainable AI - Can we explain why a
certain prediction result came out? Can
we visualize partial results and the
internal workings of a semantic
segmentation neural network?

• Privacy - personal sensitive data must not
be included during the creation of the
semantic map

• Security - Data protection is important,
e.g. store the maps locally in a safe way.
Map can leave the robot (should be
shared anyway), but never leave the local
network. Verify who created and who
modified the map

HUMAN-CENTRIC AI ASPECTS

• Trustworthiness - e.g. How can we know
whether a semantic map can be trusted?
How can we verify a map? What is in the
map is really what is there?

Fig. 2. 3D semantic reconstruction [14]

Fig. 1. Different types of visual image recognition [13]

Fig. 3. SceneGraphFusion [9] builds a scene graph

Application of Semantic Segmentation 
Mátyás Pelle1, Gábor Sörös2, Luca Szegletes1

1 Budapest University of Technology and Economics, Budapest, Hungary | 2 Nokia Bell Labs, Budapest, Hungary





In our increasingly busy society, neglecting 
personal health is becoming a more and 
more common phenomenon. What if there 
was a technological solution to the problem? 
By collecting data about yourself, a digital 
twin could make recommendations about 
lifestyle and how to improve your own well-
being. By designing a continually learning, 
intelligent, trustworthy companion, great 
improvements could be made for the person 
conscious about their health, longevity and 
performance. The capability to collect, 
aggregate and process different kinds of 
personal data is a major challenge in the 
development of these systems. This work 
focuses on the exploration of ideas relating 
to this project, both from a data science and 
ethics perspective.

From a human-centered perspective, personal 
medical advice has many implications which have to 
be taken into account. The collection of private data 
raises a lot of concerns, and in this case, the more 
personal the data, the better. However, if the 
benefits outweighed the trust concerns, the 
technology could revolutionize the lives of people. 
This technology can lead to improvements in well-
being for a large number of people in several ways:
• Personalized recommendations: The digital twin 

can analyse data from various sources, such as 
fitness trackers, medical records, and dietary 
habits, to provide recommendations tailored to an 
individual's unique needs and goals. This can lead 
to more effective and sustainable changes in 
lifestyle, compared to generic recommendations.

• Continuous monitoring: The digital twin can 
continuously monitor an individual's health and 
lifestyle, providing real-time feedback and alerts 
to help them stay on track and make necessary 
adjustments. This can help individuals avoid 
health issues and improve well-being over time.

In terms of data science, the following 
challenges require solving before a system 
like this can be implemented:
• Ethical and private data collection and 

storage
• Machine learning model selection based 

on performance
• Continuous and active learning 
• Feedback incorporation
The technical aspects require further 
research; however, two potential 
approaches are logical at this stage. In the 
first phase of the implementation, a basic 
recommendation engine is developed 
using supervised learning on wearable 
device data. This model is then used to 
develop an application that can be 
distributed to users. From this stage, live 
data could be collected, and this can be 
used in combination with user feedback to 
personalize the model, create 
recommendations and improve 
performance.

Digital Twins for Personal Health
Improving well-being on a mass scale

Suciu Barnabás, BME Budapest | Alireza Dehghani, CeADAR Dublin
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Introduction

While the field is quite novel, there are some worthy 
mentions when it comes to previous research. Digital 
twin technology has become a popular idea in recent 
years, a good demonstration can be found in [1]. 
Soma approaches, like [2], focus only on certain 
aspects of the human body, demonstrating the 
potential in these systems. Using wearable device 
health data is a crucial step for the success of a 
system like this, an example of this is outlined in [3].
Overall, the field is highly interdisciplinary, and it is 
still in the early stages of development. While there 
is great potential in the technology, lots of challenges 
have to be overcome before the solution can be 
adopted generally.

Social Impact

Literature Review

Methodology

Conclusion

In this research proposal poster the novel field of 
digital twin personal well-being assistants are 
explored. I outline the possible societal implications 
of this technology, its benefits, and the concerns it 
may raise to certain user groups. A literature review 
is conducted, and plans are developed for a system 
in which continuously improving machine learning 
models generate advice for the user and receive 
feedback for further improvement. 

Abstract
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Overall, there is great potential in personal health 
recommender systems to improve the well-being 
and longevity of people. The use of digital twin 
technology has great potential in the field, as seen 
from the possibilities outlined in this proposal. The 
research and development is to be broken up into 
two phases, at the end of which a continuously 
learning agent is developed.

Figure 2: Data collection methodology for wearable 
device sensor data

External data and expert
systems

User behaviour

System feedback and 
recommendations

Data from wearables and 
medical records

Figure 1: Collenction and synthesis of personal health data of the user.

Figure 3: Dietary habits of the American 
population. Dietary recommendations are 

an important part of a healthy lifestyle.



Ethical considerations when implementing AIDT for RWH were the subject of
several research papers and articles. Rainey [1] explored the ethical aspects of
brain digitisation through a digital twin case study, highlighting the importance of
user consent and transparency, data security and privacy, and fairness and bias.
Macnish discussed how to operationalise digital twin ethics, highlighting the need
for sustainability, user autonomy, accessibility and inclusiveness [2]. BIM+ argues
that the successful adoption of digital twins lies in the understanding of ethics,
reinforcing the importance of the ethical considerations discussed by Rainey and
Macnish [3]. Huang, Lu and Chen provide a preliminary mapping of digital twins for
personalised healthcare [4], a preliminary mapping study on the ethical issues of
AIDT provides a process-oriented ethical mapping, and these can be used to
identify and address potential ethical issues in the use of AIDT by RWHs. Finally,
the UK Centre for Digital Architecture [5] presents the Gemini Principles that
guide the development and use of information management frameworks and
national digital twins, highlighting the value of data and the need for a common
set of definitions and principles.

Figure 1: The structure of RWH AIDT

AIDT Ethical Considerations

Yilin Li, Alireza Dehghani 
CeADAR, Ireland's Centre for Applied AI, UCD

AIDT implementation for RWH can transform the
remote work environment and also can offer insightful
information to RWHs operators and urban planners,
enhance resource management, and trigger the green
transition. However, this technology must be used in a
way that respects user rights and interests and adds
to RWHs sustainability. To do this, it is necessary to
address several crucial ethical issues. We should
increase user trust, ensure ethical AIDT use, and
support the ongoing development and optimisation of
RWHs by addressing these ethical issues.

This work explores the ethical considerations
when implementing AI Digital Twins (AIDT) for
remote working hubs (RWHs). As the remote
working lifestyle continues to grow, innovative

Abstract

Balancing Innovation and Ethics: 
AI Digital Twins in Remote Working Hubs

This poster reviews current literature and research findings on the
ethical aspects of AIDT implementation, including user consent
and transparency, data security and privacy, equity and bias,
sustainability, user autonomy, and accessibility and inclusiveness.
The aim is to highlight the importance of addressing these ethical
considerations when developing and using RWH's AIDT, building
trust with users and ensuring the sustainability of AIDT.

solutions like AIDT have the potential to optimise
the remote working experience, improve resource
allocation, motivate the city's green transition, and
provide valuable insights for RWH operators and
city planners. However, the implementation of this
technology raises important ethical considerations. 

AIDT Ethics Matter

Implementing AIDT for RWHs brings up several important ethical concerns that need to
be carefully addressed. Ensuring user agreement and transparency is most important in
the implementation of AIDTs. Users should be careful about the methods used to
collect, use, and secure their data. This includes giving detailed explanations of the
methods used to collect the data, the types of data that will be collected, and the
expected applications of the data. Additionally, users should be allowed to refuse to
collect data if they so choose. Transparency at the data collection and processing
stages is essential to build trust with users and ensure their continuous engagement.

Users' privacy should be protected, and any unauthorised access to sensitive data
should be prevented by adopting strong data security measures. This involves ensuring
that data is transmitted and maintained securely and that only authorised people can
access it. In addition, there should be privacy policies that clearly explain how users
can use and disclose their personal data. In addition to anonymisation, privacy-
preserving machine learning should be applied to AIDT when developing ML methods
such as predictive analytics based on user data. It ensures that the ML models
developed are not hacked and thus violate the user's data [6]. 

AI/ML algorithms that analyse data and generate insights should be fair and unbiased,
preventing algorithms from discriminating against certain groups of users [7].
Algorithms should be able to provide accurate and unbiased conclusions, so it is vital
that they are routinely checked for bias.

Users should have control over their data to regulate how it is used. This covers giving
users the ability to view, edit and delete their data and to decide who has access to- 

In the pursuit of innovation, we must not lose sight of our ethical
responsibilities. Implementing AI digital twins in remote working
centres is not only about optimising resources, taking care of
the green transition and improving the user experience but also
about respecting users' rights and ensuring their privacy.

their data. Users should also have the option to opt out of
having their data used for certain purposes, such as
marketing or research purposes.
Last but not least, the AIDT also needs to be created such
that everyone can utilise it, regardless of their situation or
ability. Ensuring that the AIDT is simple to use, offers
advantages to all users, and does not exclude particular
user groups. The AIDT should be designed with the needs
of users with disabilities in mind and should adhere to
accessibility guidelines is key.

Conclusion

The rapid growth of remote working has created a demand for innovative
solutions that optimise the remote working experience, improve resource
allocation, trigger the green transition towards zero net, and provide RWH
operators, their users, and urban planners with valuable insights. One such
innovative solution is using AIDT, virtual copies of physical entities that can
simulate, predict and optimise the functionality of their physical counterparts. In
the context of RWH, AIDT can effectively monitor, analyse, and optimise the
use of these facilities by processing users’ real data and synthetic data that are
closely related to real-world usage patterns as shown in Figure 1. However,
implementing AIDT in RWH raises important ethical considerations that need to
be addressed to ensure the successful and responsible use of this technology.
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Abstract, Sexual Harassment is an

unwelcoming behaviour of sexual nature, that

can happen anywhere. It is a widespread

problem all around the world, even in the

workplaces. However, it’s difficult to identify,

because it’s a multimodal process that can

include many factors.

Armed with Artificial Intelligence technology,

organizations can protect the employees, the

company, and the culture from malicious

employees, who would otherwise be toxic to the

whole environment.

Beatrix Tugyi and Drs. Tarry Singh, Dr. Tannistha Maiti

What?

oUnwanted touching

oAction movements

oAggressive talks

oFacial emotions

like anger, fear, obsession

Why?

 52% of women and 10% of men

have experienced unwanted

sexual behavior at work.1

 75% of sexual harassment

cases typically go unreported.1

How?

Timeline

o These problems can be solved with a

combination of various Deep learning

models. RealAI already has a working

architecture, but it’s accuracy needs to

be improved.

o They have a big dataset, mostly based

on films. This dataset can be improved

with annotations and more videos.

o It’s important to make sure nor the

model nor the data have any biases.

For video detection I want to try out a combination of different Deep Learning

methots to detect all the factors.

The definition of sexual harassment covers

a big ground, it’s not trivial, when the signs

needs to be reported. The appropriate

boundaries must be established.

Sexual harrasment not only harm the

victims but also has toxical effects on the

culture, company and environment.

AI may be the HR solution to help

identify instances before the situation got

any worse. There were several previous

attempts to solve this complex problem,

but these solutions are not

comprehensive and accurate enough for

video detection.

Models that detect warning signs in text

or emails, on the other hand, work quite

well. (e. g. Aware app2)

Object detection5

3D CNN for image 

recognition3

Facial Emotion

Recognition

Movement detection4

Text and speech detection2

I will have one year for this project. This is

my plan for a time schedule, each point

should be maximum 2 months long.

o Data analysis and collection.

o Get to know the current architecture.

o Literature review of Deep learning

techniques that can improve the result.

o Architecture upgrade.

o Consider the etichal implications and 

check the biases and intervene where

necessary.

o Propose an etical way to use this with

real life surveillance cameras.
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Since most of the workspaces maintain

CCTV cameras, it can be used to detect

such occurrences, but the continuous

monitoring of employees can lead to

ethical problems.

Deep Learning models tends to be biased

against a group of people, so it is crucial to

find ways to reduce this effect.

It is extremely important to find a

way of the early detection of sexual

harassment in workplaces, because

it can cause enormous damage, both

emotionally and financially.

It’s a challenging problem, but not

impossibe to solve. There are already
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exitsting, good

approches.

I am sure, that

with the help of

AI we can

create a solution
for this problem.
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In 2006, a prediction model called Predict 
Student Success (PreSS) was developed to 
predict success early in introductory pro- 
gramming modules (CS1). So far, the 
model’s accuracy has been revalidated 
twice. The proposed research will revalidate 
the accuracy of this AI model on a larger, 
international dataset from institutions from 
six continents. Performance measures for 
different target groups will be investigated 
to ensure transparency and sensitivity of the 
model. Additionally, the research will look 
into Explainable AI (XAI) approaches in 
order to develop the PreSS model further. 
The study aims to determine the level of 
explainability of the model and the trade-off 
with performance will be discussed. This 
way, the research contributes to building 
trustworthiness of PreSS for educational 
institutions to consider adoption of the 
model and guide appropriate interventions.

Computer Science Education research 
is a relatively young field of study, with 
many gaps to fill. Identifying students 
at risk of dropping out or failing has 
been investigated, yet studies are 
rarely revalidated or tested for 
generalizability [1]. The computational 
prediction model called Predict 
Student Success (PreSS)[2], has 
shown to achieve high accuracy for 
predicting success early in introductory 
programming modules (CS1). The 
model uses a Naive Bayes algorithm, 
and takes in different predicting factors 
such as age, high school mathematics 
grades, and programming self efficacy 
[3]. So far, the model has been 
revalidated by two studies; one with 
institutions in Ireland and Denmark 
[4], and one study with institutions in 
Ireland and the US [3]. These findings 
laid the foundation for a larger scale 
international study. Hence, the first 
research question is: Is it possible to 
revalidate the previous studies 
done on PreSS, using data from 
multiple international contexts and 
generalize the results?
The existing PreSS model is black box 
model. The outcome of the model is 
not easily explained or understood by 
the user. To offer correct support to 
the student, the explainability of the AI 
plays a role. Additionally, article 6 of 
the current proposal for the AI act, 
published in April of 2021, already 
states that AI in education should 
be considered as high-risk AI [5]. 
This is because the AI may determine 
one’s educational course and ability to 
secure livelihood.

Even more, the Commission Expert 
Group created a specific use-case with 
ethical considerations for the use of AI 
and data to predict student progress 
and dropout[6]. Following this, the 
second research question of this thesis 
is: To what extent is PreSS 
explainable to build trustworthi- 
ness for adoption and what is the 
trade-off with performance?

Data will be anonymized and is converted 
to non-personal data. Different institutions 
have different levels of education (e.g., 
QS world ranking), which may influence 
the data by creating bias towards higher 
achieving students and grades. This may 
influence the generalizability of results. 
Participating institutions raised concern 
about the study results being used as 
comparison for the quality of teaching 
between the institutions. It should be 
clear that the current research is no 
reflection of the teaching quality, as this 
should be determined by many factors[7]. 
Last, it can prove to be difficult to mea- 
sure the explainability and transparency of 
a model. The explainability of this AI is 
particularly important as it was designed 
for education, which is considered a 
high-risk environment[5].

Abstract

Background and Aim

Methodology

Ethical considerations
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Figure 1. Teacher in classroom getting help from AI. Picture produced by Dall-E 2.

Figure 2. Representation of method steps

x00204826@myTUDublin.ie



Size. Inch: 7.4 x 28.08 / Pixel: 710.4 x 2695.68

1063.6Size. Inch: 7.4 x 16.01 / Pixel: 710.4 x 1536.96

Size. Inch: 7.4 x 14.7 / Pixel: 710.4 x 1411.2

Size. Inch: 3.6 x 19.35 / Pixel: 345.6 x 1857.26
Color. HEX #445461 / R68 G84 B106

Acknowledgements. The HCAIM (the Human-Centred AI Master's
Programme) Project is Co-Financed by the Connecting Europe Facility of
the European Union Under Grant №CEF-TC-2020-1 Digital Skills 2020-
EU-IA-0068. This Poster Was Created As Part of the Blended IP Event
Organized Under Erasmus + Programme of the European Union.

Size. Inch: 11.08 x 15.08 / Pixel: 1063.68 x 1447.68

Color. Linear Gradient 
Blue. HEX #4CB3E6 / R76 G179 B230

Green. HEX #58B897 / R88 G184 B151

Place for other 

logos



originally developed for IoT and directly

applied in the smart city domain. As a

further development of such platforms,

researchers and companies add services

for citizens in specific subsectors of smart

cities (traffic management, parking,

security, pollution, waste management,

etc.). The multitude of platforms proposed

for smart cities has become a necessity to

develop standards to unify protocols,

layers and interfaces. Standards such as

ISO 37100 defining a common vocabulary,

ISO 37120 for key performance indicators,

ISO/IEC 30182 for data interoperability,

and IEC 63205 ED1 defining a smart city

reference architecture are examples of

standards developed to improve

interoperability in smart city solutions.

Smart city platforms face several

challenges, including the difficulty of easily

visualizing and understanding real-time

information generated by the massive

amount of data, and predicting the

evolution of complex systems. The digital

twin concept from Industry 4.0 offers a

solution to these challenges by providing

information visualization and situational

forecasting. The concept is starting to be

implemented in smart city platforms, such

as the ongoing H2020 research project

DUET (Digital Urban European Twins for

smarter decision making), which aims to

create virtual city replicas for smarter

decision-making. The city of Shanghai has

also created a virtual clone using Unreal

Engine to support traffic flow monitoring.

However, no additional information is

provided about this platform.

2. Data Analysis: The collected data will be

analyzed using various AI algorithms and

machine learning techniques, such deep

as learning, to evaluate the performance

of the digital twins in predicting and

managing crowd behavior.

3. Model Development: Based on the

findings from the data analysis, a model of

an AI-based digital twin for crowd

management will be developed. This

model will incorporate the best practices

and techniques identified from the

literature review and data analysis.

4. Evaluation: The developed model will

be evaluated using real-world data and

simulations to assess its performance

in predicting and managing crowd

behavior.

5. Ethical Aspects: The research will

adhere to ethical standards and ensure

that data privacy is protected and any

personal information is kept confidential.

Drone and Digital Twins for Crowded event 
management –AFIWARE-based approach

Dario De Dominicis

University of Naples «Federico II» and Meditech

Figure 1. Digital Twins and Urban Area –Abstract 

representation © shutterstock/Jackie Niam

Abstract. Managing crowded events (concerts,

protests, marathons, etc.) is a challenge for any

smart city. For officials in charge of the

administration, forecasting attendance in advance,

real-time situational awareness and predicting its

evolution are critical to resource allocation. These

large-scale events put pressure on public

resources, organization, and security in smart

cities. In this poster, I describe a FIWARE-based

approach to model city layouts, deployed sensors,

and citizen information (from social networks and

smartphone apps) to handle these situations. We

apply the concept of digital twins to cities by

modeling different information flows integrated into

a virtual 3D representation with predictive

capabilities. The main purpose of my proposal is to

facilitate the understanding and management of

such incidents.

Traditionally, large-scale event

management has primarily focused on

responding to disasters, and typically

includes a static set of rules that dictate

how to act when anomalous events occur

[1]. The primary goal of any emergency

plan is to prevent loss of life. Intelligent

emergency response uses ICT technology,

UAV and the Internet of Things extensively

to evacuate during natural disasters (such

as earthquakes, tsunamis, climate change

impacts), crowd events (marathons,

concerts), and fires, explosions, or floods.

My initial hypothesis is mainly for crowded

events. Furthermore, simulations can help

predict the development of events and also

help in solving organizational problems. 3D

display and simulation functions are the

basis for the digital twin concept. A digital

twin [2] is a digital asset that looks and

behaves like its connected physical

counterpart (Figure 1). Every state change

of a physical asset is reflected in its virtual

counterpart, and every action in the virtual

asset is propagated to the real asset.

Because virtual assets behave similarly to

physical assets, they can be used to

simulate behavior and consequences, and

predict the state evolution of their physical

counterparts. One of the main challenges

for the application of digital twins in urban

spaces is information representation and

situational awareness. The way we

implement our digital twin approach is

through augmented virtuality [3] and NGSI-

LD API that is the current version of the

core API of the FIWARE [4] open-source

ecosystem.

INTRODUCTION

LITERATURE REVIEW

The main contributions of this proposal,

with regard to large-scale incident

management, is a new perspective and an

AI-based tool that can improve resource

allocation, minimize response time in

exceptional cases and improve user

experience.
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CONCLUSIONS

The platforms that support the smart city

concept originally came from IoT platforms,

because smart cities are primarily

applications of the Internet of Things.

Snap4City is an example of platform

RESEARCH METHODOLOGY

1. Data Collection: To test the efficacy of

AI-based digital twins in crowd

management, data will be collected from

multiple sources, including sensors and

cameras, and simulations run using digital

twin technology.

PRELIMINARY CONSIDERATIONS

1. Data Availability: To create an accurate

Digital Twin simulation, it is crucial to have

access to sufficient data. This can include

data from sensors (IoT/UAV), crowd

movement patterns, and other relevant

information.

2. Artificial Intelligence Techniques: It is

important to select the appropriate AI

techniques to be used in the Digital Twin

simulation.

3. Ethical considerations : The use of Digital

Twins and AI in crowded environments

raises several ethical concerns, including

data privacy, the use of biometric data, and

the potential for AI bias. It is important to

consider these issues and implement

appropriate measures to ensure ethical

use of the technology.



Abstract
Alten has proposed a project in which a robot 

learns to play four in a row. To give the project a 

greater social impact and generalize the 

problem, it has been chosen to conduct 

research to use reinforcement learning in 

combination with digital twinning to train robots 

digitally. The research will mostly consist of a 

literature study. Alongside this, a prototype will 

be made with the four in a row game. 

Introduction
The project comes from Alten. Alten is a 

consultancy for large companies in the 

tech and IT sectors. The Eindhoven 

branch focuses on the Tech sector.  The 

assignment comes from the 

mechatronics department of this branch. 

Unfortunately, they are not allowed to 

share the cool projects that Alten carries 

out with the world. This is why Alten

works internally on projects with 

innovative techniques to share their 

expertise. One of these projects (and the 

one in question) is: making a robot play 

four in a row in a physical setup. This 

allows a person to play the game four in 

a row against a robot. The game and the 

mechanism that can place the pieces 

have already been realized, but an AI that 

can play the game has yet to be written. 

Despite the project itself not being that 

complicated, I came up with a way to use 

the project itself to solve a larger social 

problem. A large part of mechatronic 

systems consists of robotics and 

industrial automation. These are often 

large machines that need to perform 

various tasks. Reinforcement learning 

can play a big role in learning these 

tasks, instead of the rule-based approach 

often used. The problem with 

reinforcement learning, and the main 

reason why it is not yet used, is the 

random actions taken by the agent. 

These random actions could cause the 

machine to damage itself or other 

machines or people. There is now a new 

technique to create a 1-to-1 digital copy 

of a machine, called digital twinning. This 

new technique makes it possible to train 

machines using reinforcement learning in 

a digital environment. This is what the 

research question is about: Can 

combining digital twinning and 

reinforcement learning be an effective 

way to train robots?

Prototype
To test the theory in a practical situation, 

a prototype will be made. In this 

prototype, a simple problem will be 

solved using a digital environment. For 

the environment, the game of connect 

four is used. To make the model more 

explainable along the training process, 

multiple models will be saved to 

understand the training process. These 

models will be connected to different age 

categories, so children can play against 

a computer that is challenging but not 

unbeatable. This prototype will mainly be 

used to look at ethical dilemmas by 

solving them in a simple situation. The 

technical requirements on the prototype 

have been kept simple on purpose to 

focus more on the issues around it. In an 

initial research phase, I came across 

several studies using the same 

techniques. [1] However, these studies 

focus only on the technical aspects of 

the problem. 

Ethical question
The concept that will be developed in this 

project will eventually have to be used by 

engineers. Besides whether the solution 

will work technically, the user, in this case 

the engineer, must also be considered. 

This could be done by making the model 

explainable by showing the training 

steps. This can be combined with the 

different levels created in the prototype. 

In this way, the solution is useful not only 

for Alten but for the entire industry. More 

opportunities to include engineers in the 

development will be explored during the 

project.

Acknowledgements. The HCAIM (the Human-Centred AI Master's
Programme) Project is Co-Financed by the Connecting Europe Facility of
the European Union Under Grant №CEF-TC-2020-1 Digital Skills 2020-
EU-IA-0068. This Poster Was Created As Part of the Blended IP Event
Organized Under Erasmus + Programme of the European Union.

Reinforcement learning in 

mechatronic systems
Pim Jansen - 30

[1] https://hu.on.worldcat.org/search/detail/8981291479?queryString=A%20robot%20arm%20digital%20twin%20utilising%20reinf

orcement%20learning



For this thesis, the research methodology

involves utilizing the fine-tuning

technique by leveraging well-known pre-

trained models (for example from the

TensorFlow model zoo or the latest

versions of YOLO). The objective is to

perform object detection on the NEU

DET dataset, [2] provided by the

Northeastern University (NEU). This

dataset consists of 1800 grayscale

images, each measuring 200x200 pixels,

and classified into six different metal

defect categories: rolled-in scale,

patches, crazing, pitted surface,

inclusion, and scratches.
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The research is focused on developing an AI

object detection model for defect inspection

in the aerospace industry. The model aims

to detect six different types of defects on

metallic surfaces, contributing to

predictive maintenance and the

principles of Industry 4.0. Ethical

considerations will be addressed to ensure

responsible implementation. The study

highlights the potential of AI in optimizing

defect inspection practices and improving

operational effectiveness in aerospace.

Predictive maintenance is of paramount

importance in the aerospace context

and Industry 4.0, offering numerous

benefits such as enhanced operational

efficiency and cost reduction. It’s

alignment with green initiatives,

promoting resource optimization and

minimizing environmental impact.

In this study, we focus on implementing

an AI object detection model for

defect detection on metallic surfaces in

the aerospace manufacturing sector.

However, the deployment of AI models

in the aerospace industry necessitates

careful analysis and consideration of

ethical implications. Balancing the

advantages of AI-driven predictive

maintenance with ethical

considerations is crucial to ensure

reliable and responsible

implementation. This study aims to

showcase the significance of predictive

maintenance in aerospace, highlight the

potential of AI object detection, and

address the complex analysis and

ethical risks associated with its use in

the aerospace industry.
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Figure 2: Comparison of a patches image and its corresponding 
defect detection version using object detection techniques.

Figure 1: Evolution of aerospace maintenance to Industry 
4.0 [1]

A model for defect inspection in the

aerospace context carries risks that

should not be underestimated. Firstly,

the model must ensure resiliency,

meaning it should be robust and

reliable. Responsibility and

accountability come into play when

using AI in predictive maintenance. The

question arises: who is responsible if an

AI algorithm fails to predict a critical

failure? Another aspect not to be

overlooked is the phenomenon of

automation-bias, [3] which refers to

the tendency of humans to

unquestioningly rely on automated

systems or algorithms without critically

evaluating their outputs or decisions.

In conclusion, this study highlights the

power of AI in predictive maintenance,

particularly in object detection

techniques within the aerospace

industry. It emphasizes addressing

ethical concerns and emphasizes

responsible implementation of AI-

driven solutions to maximize benefits

while mitigating risks and upholding

ethics.



What you get (in addition to the 
knowledge gained)? A HCAIM 
certification in your Diploma, Section 
6.1.1 with the following text:

The student completed the requisite
learning outcomes of the Human-Centred 
Artificial Intelligence Master's (HCAIM) 
programme, defined by the EU project 
INEA/CEF/ICT/A2020/2267304.

Are you interested, would you like to join the 
HCAI Master’s at BME VIK? Then register at 
https://forms.office.com/e/H4CQFA5JWY 
(with a BME Sharepoint / Directory account).

Completing the form does not imply any 
obligation and does not count as an 
application for the Master's programme. 

Those who fill in the form will be added to an 
MS Teams group, and will be regularly 
informed about the latest developments in the 
HCAI Master's programme, and the project 
advancements that might concern them.

How to obtain the 60 ECTS-
credits* at BME VIK?

I. HCAIM basic courses: min. 45, max. 
60 credits by completing a number of 
common, specialization-dependent or 
elective Computer Science courses, at 
least one course from each course group.

II. HCAIM optional courses: max. 20 
credits by completing a number of 
common or specialization-dependent 
Computer Science courses, at most one 
course from each course group.

III. HCAIM optional courses: the missing 
credits (max. 15) may be obtained by 
completing a few HCAI-related elective 
courses (prior arrangement with the 
Dean’s Office is required).
* ECTS: European Credit Transfer and Accumulation System

How to ensure human-centric and ethical operation of AI, its transparency and 
respect for the fundamental human rights while preserving the benefits of AI?

Goal: Deliver a 60 ECTS-credit Master's degree programme in AI with a human-centred 
focus and strong legal, ethical, sociological and other social science perspectives.
Realisation: As a supplementary programme embedded into our current 120 ECTS-credit 
Computer Science Master’s programme. The majority of courses are held in Hungarian.

Human-Centred Artificial Intelligence Master's 
Supplementary Programme

 Faculty of Electrical Engineering and Informatics (VIK),
Budapest University of Technology and Economics (BME)

https://hcaim.bme.hu/en/msc-bme/msc-bme-phase2/

Didactic challenges
● How to mix engineering and human-

centric (i.e. ethical, legal, social) 
knowledge in a single MSc course?

● How to demonstrate the human-centric 
approach in the whole design and 
development process of AI systems?

● How to apply the human-centric 
approach in practical exercises?

● How to prepare the students to comply 
with and monitor the legal regulations?

HCAI topics
● HCAIM

 Personal and institutional autonomy 
and freedom: data security and 
privacy

 Human-centric data analysis by 
design: MLOps, prior knowledge, 
explanation, active learning, machine 
teaching in cooperative intelligence, 
automated data analytics

 Human-centric knowledge 
engineering: coding systems, 
ontologies, linked open data, summary 
statistics, automation of science (life 
sciences)

● Classic ("existential risk")
 Benevolent AI: AI solutions for 

humans, societies, and mankind
 Trustworthy AI: value compatibility, 

understandability
 AI safety: formal methods in systems 

engineering
● Human-computer interaction

 Improved cognitive enhancers: 
personal assistants in education, 
intelligent citizen and costumer 
services, and decision support tools in 
personalized medicine

 Improved sensorial man-machine 
interfaces: improved communication 
(speech, augmented reality) and 
human-computer interaction

 Improved sensorimotoric man-
machine cooperation: robotics, 
health-care assistance using wearable 
electronic devices, and automated 
driver assistance systems / 
autonomous vehicles

 Smart devices, smart cities: IoT, 
sensor fusion for predictive 
maintenance
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Register here!
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Common HCAIM-approach
4 modules, composed of technical, practical 
and human-centric components, defined by
● Bodies of Knowledge and Skills
● Lesson Plans, 
● Learning Events, and
● Learning Outcomes.


