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GOOGLE search 
engine detection 
method. That use 
the search engine 
suggestions based  
on what people 
have previously 
typed after terms. 
This method helped 
to build a database 
of more than 2,000  
stereotypes using 
the searches.

ABSTRACT 
This study reveals the 
stereotypes found in AI 
generated content and 
summarize  methods to 
detect them.
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The LLMs reflect societal biases and stereotypes. Main questions:

UNESCO study based on story generating reveals a 
lot of stereotypes, tested on ChatGPT. The most 
common ones are gender stereotyping, homophobic 
attitudes, racial stereotyping.
Bloomberg study based on photo generating by 
Stable Diffusion reveals racial and also gender 
stereotyping. 

Which stereotypes and bias are ingrained in AI language 
models?
How can we detect these stereotypes?
How to make AI less racist?

Pretrained AI models often encode and reproduce societal 
stereotypes, which can influence their outputs and decision-ma-
king processes. However, these biases can be mitigated through 
systematic improvements. Advancing AI requires refining trai-
ning datasets, implementing debiasing techniques, and estab-
lishing rigorous evaluation frameworks. We have to to explore 
and develop additional methods to identify and reduce these 
biases.
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In the future, AI-generated text could 
become verifiable based on these data-
bases, and also able to detect changes 
and compare different programs.
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