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ABSTRACT
This thesis presents a RAG-based AI system for processing scientific 
documents in Hungarian and English. It ensures high accuracy by 
minimizing hallucinations and providing precise, page-level citations—
critical in scientific and educational fields. Users can upload curricula 
and engage in an interactive, tutor-like environment for reliable 
learning. The system features automatic language detection and a 
modular design, including document preprocessing, vector storage, 
question classification, and response generation, optimized for 
Hungarian and multilingual support. Future improvements aim to 
enhance storage efficiency, accuracy, and dynamic document updates.

The rapid growth of unstructured text, including scientific literature, presents 
challenges for NLP, particularly in underrepresented languages like Hungarian. 
Generative AI often produces hallucinations—false or unverifiable information—
posing risks in scientific and academic contexts where accuracy is essential. RAG 
technology addresses this by grounding responses in user-provided documents, 
significantly improving reliability. This thesis introduces a RAG-based [fig.1] AI system 
designed for Hungarian and English, featuring automatic language detection, 
modular design, and precise citations [fig.2]. By allowing users to upload curricula 
and engage in tutor-like interactions, the system enhances educational experiences 
while reducing the risks of misinformation.
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LITERATURE REVIEW
Recent advances in NLP, mostly driven by LLMs like GPT-4 and BERT,
have improved applications such as text generation, translation, and
summarization (Brown et al., 2020; Reimers & Gurevych, 2019).
However, Hungarian’s agglutinative nature and complex grammar
require tailored approaches (Rehm & Uszkoreit, 2012). Retrieval-
Augmented Generation (RAG) combines information retrieval with
generative modeling, enhancing accuracy and reducing errors (Lewis
et al., 2020). Vector storage technologies like Chroma and FAISS are
crucial for managing embeddings in RAG frameworks (Johnson et al.,
2021). Despite progress, challenges persist in multilingual support and
ethical AI use (Bender et al., 2021; Gehman et al., 2020).
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HUMAN IMPACT
This initiative takes a human-centered 
approach to AI, prioritizing safety, clarity, 
and practicality. Using retrieval-augmented 
generation (RAG), it minimizes inaccuracies 
by grounding responses in reliable sources 
with proper citations, allowing users to 
trace information back to its origin. This is 
crucial in education and science, where 
misinformation can have serious 
consequences. By focusing on user-
provided documents, the system avoids 
risks from uncontrolled external data. Its 
interactive, tutor-like features support 
learning and help users engage with 
complex information, making it a 
dependable and accessible resource.

IMPLEMENTATION METHODOLOGY [fig.3]
The system follows a modular design for efficiency and accuracy.
Document processing extracts text, segments content, and generates
embeddings with OpenAI models. Vector storage is managed with
Chroma, [fig.1] enabling fast retrieval via cosine similarity (/BM25/IF-
IDF/WMD). Question classification and language detection determine if
queries require document-based retrieval or a general response.
Response generation integrates retrieved content using RAG, ensuring
accuracy (page-level citations). A user-friendly, but prototype interface
built with Gradio allows seamless interaction [fig.2]. Future
improvements include RAG ReRanking for better retrieval accuracy and
automated document updates to enhance system scalability and
reliability.

Fig. 1. RAG Pipeline.

Fig. 3. High-level flowchart

Fig. 2. Example output

CONCLUSION & PLANS
This RAG-based AI system enhances 
reliable information retrieval by 
minimizing hallucinations and 
providing precise citations. Its 
modular design ensures efficiency, 
accuracy, and user accessibility. 
Future improvements include RAG 
ReRanking, automated document 
updates, and expanded multilingual 
support. Additionally, the system 
can preload peer-reviewed 
textbooks and studies, giving 
students access to trusted materials 
for reliable learning and research.
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