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AI in healthcare presents significant risks, including bias, potential bodily
harm, and the erosion of human autonomy (Mennella et al., 2024). The
development and implementation of AI-based prediction models (AIPMs)
require strict adherence to ethical and methodological guidelines to ensure
responsible use (Nasir et al., 2024). To support this, a six-phase framework has
been developed (de Hond et al., 2022), providing structured guidance for AIPM
implementation in healthcare. However, this documentation is extensive and
often written in highly technical, legal, or academic language, making it
challenging for developers, data scientists, and healthcare professionals to
apply in practice. To bridge this gap, we are developing a chatbot that assists
users in interpreting and applying the guidelines within this framework. The
chatbot aims to translate complex information into clear and accessible
language (Yang, 2024), facilitating the adoption and correct implementation of
AIPMs in healthcare.

Research Questions
How can a chatbot support developers, data scientists, and healthcare
professionals in interpreting and applying the framework for implementing
AIPMs in healthcare?

Subquestions
What design principles should be applied to ensure the chatbot is effective
and user-friendly for the target audience?
How can the chatbot-generated information be linked to the original
guidelines, providing users with transparent references?
What factors contribute to end-user trust in the chatbot?

Hypothesis
A chatbot that translates guidelines into comprehensible language improves
the accessibility and applicability of the AIPM framework in healthcare. The
chatbot will gain more trust from end users when it provides clear and
consistent responses, supported by source references.

This study proposes a multi-method research approach to develop and
evaluate a chatbot that assists developers, data scientists, and healthcare
professionals in interpreting and applying the six-phase framework for
implementing AI-based prediction models (AIPMs) in healthcare.

The research will begin with a Systematic Literature Review (SLR) to identify
existing guidelines, challenges, and best practices in AIPM implementation.
Following this, semi-structured expert interviews will be conducted with AI
researchers, developers, and healthcare professionals to gather insights into
practical usability needs and limitations. 

A comparative analysis of existing AI implementation guideline tools and
Retrieval Augmented Generation (RAG) solutions will help define best
practices and areas for improvement. Based on these insights, we will develop
a prototype, refining the chatbot’s design iterating based on user-feedback.

To evaluate usability and trust, user-centered qualitative interviews will be
conducted, examining user experience and perceived effectiveness.
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LITERATURE REVIEW

Accessing clear and comprehensive guidelines for implementing
AI in healthcare remains challenging due to the rapid evolution
of AI technologies, which often outpaces the development of
standardized protocols and best practices. Existing guidelines
are frequently embedded within extensive technical
documentation, making them less accessible to healthcare
professionals and developers (Nair et al., 2024). Large Language
Models (LLMs) have demonstrated significant potential in
simplifying complex texts across various domains by rephrasing
intricate language into more accessible versions, thereby
enhancing comprehension for a broader audience (Yang, 2024).
Trust in AI systems is crucial for adoption, especially in
healthcare, where fairness, transparency, and explainability are
essential (Sheth et al., 2021). Research highlights that human-
centered explanations aligned with expert decision-making
improve AI trustworthiness (Sheth et al., 2021). However,
existing Explainable AI (XAI) methods often lack explicit domain
knowledge, making AI decisions difficult to interpret and apply.
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Figure 1: RAG architecture


