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ABSTRACT

Predicting student success in introductory
programming (CS1) could aid with early
intervention for at-risk students. The PreSS model,
using Naive Bayes, has achieved ~70% accuracy,
but recent attempts with black-box models like
deep learning and LLMs have struggled with
interpretability. Transparency is essential in
educational Al, as teachers need to understand the
factors influencing student outcomes. Explainable
Boosting Machines (EBMs) have shown potential
to match black-box accuracy while remaining
interpretable. This study evaluates EBMs and other
interpretable models using the PreSS dataset (692
students) to compare accuracy, feature
importance, and explainability. This research aims
to balance performance with trustworthiness. The
findings could inform future Al-driven student
success prediction models that are both effective
and understandable.
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INTRODUCTION

Predicting student success has been extensively
researched, with Al models offering potential for early
intervention [8]. The PreSS model, developed at TU
Dublin, uses Naive Bayes to predict CS1 performance
with ~70% accuracy [2]. Recent attempts to improve
accuracy with black-box models like LLMs and deep
learning have resulted in lower transparency, making it
difficult for educators to interpret predictions.
Interpretability is crucial in education, where
understanding contributing factors aids decision-
making. Rudin argues for using inherently explainable
models over black-box approaches [4]. Models like
Explainable Boosting Machines (EBMs) have matched
black-box accuracy while remaining transparent [6]. This
study implements EBMs and other interpretable models
on the PreSS dataset to assess their accuracy and
explainability compared to black-box models.

LITERATURE
REVIEW

Predicting student success in CS1 has been widely
studied, with early models like PreSS relying on Naive
Bayes to classify at-risk students [1], [2]. More recent work
has explored deep learning and LLMs, but these
approaches have struggled with interpretability and have
not significantly outperformed traditional models [3].
Interpretability is essential in educational Al, as black- box
models provide little insight into the factors influencing
student outcomes. Rudin argues that inherently
explainable models should replace post-hoc explanations
of black-box predictions [4]. In other domains, Explainable
Boosting Machines (EBMs) have shown promise,
performing comparably to deep learning models while
maintaining transparency [6]. Efforts to apply XAl in CSI1
have begun, but existing studies primarily focus on
theoretical frameworks rather than practical
implementation [5].

METHODOLOGY

This study evaluates the performance of
traditional explainable ML models, following
a structured approach to compare accuracy,
interpretability, and feature importance
against existing PreSS implementations. The
study utilizes the PreSS dataset, which
contains data from 692 students across 11
institutions in Ireland and Denmark [2]. The
dataset includes student background
information, academic performance, and
psychological factors collected early in the
CSl course. Standard preprocessing
techniques, such as handling missing values
and normalizing numerical features, will be
applied.

To address the research question on
effective XAl for educators, a user study or
survey may be conducted to assess whether
teachers find interpretable models more
trustworthy than black-box predictions. This
study aims to determine whether EBMs can
provide both high accuracy and
transparency, ensuring Al-driven student
success prediction is both effective and
understandable.

PRELIMINARY
CONSIDERATIONS

This study examines whether explainable models can match
black-box accuracy while improving transparency in CaSl
prediction. Since educational Al must be interpretable,
models like EBMs may offer a better alternative [4]. Ethical
considerations include data privacy and potential bias in
predictions [7]. Ensuring that models support, rather than
mislead, educators is key. The findings could guide future Al
tools for student success prediction, balancing accuracy with
trustworthiness.

CONCLUSION

This study explores the balance between
predictive accuracy and interpretability in
student success modeling. While black-box
models like deep learning have been
investigated, their lack of transparency limits
their usefulness in education. Explainable
models offer a promising alternative,
potentially maintaining high accuracy while
providing insights into key success factors. By
evaluating these models on the PreSS
dataset, this research aims to determine
whether interpretable approaches can
replace or complement existing methods.
The study also considers ethical implications,
ensuring that predictions remain fair and
trustworthy. If successful, this work could
contribute to the development of Al-driven
tools that help educators intervene early with
at-risk students, providing a transparent and
reliable approach to student success
prediction.
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