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Abstract
The exponential growth of AI applications has intensified the need for efficient data ingestion pipelines that seamlessly integrate data from
diverse sources. This research proposes an automated MLOps data ingestion framework that streamlines data transport, transformation, and
preparation for AI-ready storage. By optimizing ingestion strategies for batch and streaming architectures, this framework enhances
reproducibility, sustainability, and accessibility for analytics teams. The Proof of Concept (PoC) demonstrates how automation can reduce
manual intervention, ensuring a scalable and reproducible data pipeline. This novel approach democratizes data collection, enabling faster AI
development and decision-making.

Introduction 
Data fuels AI, but its collection and preparation remain major
bottlenecks in MLOps workflows. Traditional ingestion pipelines are
often manual, error-prone, and non-reproducible, limiting
scalability. This research presents an automated data ingestion
pipeline that accelerates data flow from diverse sources while
ensuring traceability, sustainability, and reproducibility. By
optimizing ingestion for batch and streaming AI architectures, this
solution enhances accessibility for data science teams. The proposed
framework minimizes setup overhead and democratizes AI-ready
data collection for enterprises.

Research Question
How can machine learning-driven automation enhance the efficiency,
scalability, and data quality of an MLOps data ingestion pipeline
while minimizing manual intervention ?
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Literature Review
Machine learning (ML) has significantly improved automated data
pipelines, yet challenges persist in ensuring scalability, adaptability, and
efficiency. Vajpayee (2023) highlights ML-driven anomaly detection and
self-healing mechanisms, enhancing data quality but primarily focusing
on structured datasets [1]. Thopalle (2017) explores schema adaptation
and deduplication using ML techniques, though real-time integration
with heterogeneous data sources remains underdeveloped [2]. Zhao
(2021) propose a disaggregated ingestion architecture to improve
scalability in recommendation systems, yet its applicability across
diverse AI workflows is limited [3].

While these advancements optimize data ingestion and processing, the
need for a flexible, reproducible, and sustainable framework that
seamlessly integrates diverse data sources and dynamically adapts to
evolving AI models remains a critical challenge.

Expected Output
A fully automated data ingestion pipeline capable of seamlessly
transporting data from diverse sources to AI-ready storage.
Enhanced scalability and reproducibility of data pipelines for
both batch and streaming data ingestion.
A validated Proof of Concept (PoC) demonstrating a significant
reduction in manual intervention and improved data quality for
AI model training.

Further Work
Explore the integration of additional data sources and formats, including
real-time data streams from IoT devices and unstructured data such as text
and images.
Enhance the framework’s adaptability by incorporating advanced machine
learning techniques for dynamic schema evolution and real-time data
validation.
Investigate the deployment of the automated ingestion pipeline in different
industry contexts, such as healthcare or finance, to assess its scalability and
impact on domain-specific AI applications.


