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A number of options for the medical 

dataset are available from CeADAR, TUD 

& Messidor / Nathean. These will be 

further assessed in the coming weeks.

PRELIMINARY CONSIDERATIONS
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This project will tell us which synthetic data generation techniques are most suitable to 

address bias in healthcare AI models. It will apply these to a real-world dataset and 

provide practical insights and results. These can be used to build more accurate and 

robust AI models in healthcare and deliver improved health outcomes for all.

In the rapidly changing world of AI in healthcare, data forms the bedrock upon which accurate and robust AI models are built [1]. 

However, acquiring sufficient high-quality data to train the new AI models can be challenging, time consuming and may 

inadvertently introduce bias that impacts the performance of the AI models. GenAI can be used to create additional synthetic data to 

retrain the AI models, with the goal of reducing the level of bias and improving the health outcomes. As the synthetic data is new, we 

must carefully consider how to measure its quality and effectiveness. It is also important to understand how this synthetic data will 

be treated under the EU AI Act and what regulatory, legal and ethical responsibilities apply to it.

INTRODUCTION

LITERATURE REVIEW

The origins of synthetic data are often attributed to Rubin in 1993 who devised a method to create “synthetic” versions of US census 

data so it could be made public without compromising individual privacy [2] [3]. Synthetic data is now also being used to augment 

real data when training AI models and is particularly useful in addressing data-driven and algorithmic biases [4]. A real-world 

example of bias from having a class imbalance in the training data is shown above [5]. Techniques for generating synthetic data can 

be grouped into Statistical Models (e.g. Interpolation, Monte Carlo simulation and Gaussian Kernels) and Deep Learning Based 

Generation (e.g. GANs, Diffusion Models, LLMs) [6]. A comprehensive survey of 417 synthetic data generation models over the last 

decade [7] will help us in selecting the most suitable techniques to use, depending on the data formats and subject matter involved. 

Synthetic data, however, is not the only way to mitigate bias in ML models e.g. a recent neuro-imaging study found that re-weighing 

the sample weights in a CNN classification model was a successful bias mitigation approach [8].

HUMAN CENTERED APPROACH
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CONCLUSIONS

Abstract: This project investigates using GenAI to create Synthetic Data (SD) to mitigate bias in AI models in the healthcare sector. 

We will undertake a review of the types of biases that can arise and how these can be addressed using GenAI and SD. We will 

work with a real-world medical dataset to firstly assess it for bias and to then generate new SD to help address this. We will assess 

the quality of the SD and use it to re-train the AI model. The desired outcome is that the AI model is more accurate and robust, with 

much reduced levels of bias, leading to improved health outcomes for patients in the future.

Fig. 2  Example of Bias in Skin Cancer Detection [5]

Training data contains 
very few examples of 
people with dark skin

Model will have lower accuracy for people 
with dark skin as it has seen mainly 
examples of people with light skin

1. Confirm medical dataset & AI model

2. Detect and measure existing bias 

3. Generate synthetic data

4. Re-train the AI model with the new synthetic data

5. Assess new model performance and bias level

6. Prepare findings, conclusions and future work

Fig. 3  Key Steps in Research Methodology
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Fig. 1 Sources of bias in training ML algorithms [4] 

Research Methodology

We will also consider how the synthetic data and re-trained 

AI model should be treated under the EU AI Act.
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