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Abstract
Large Language Models (LLMs) have revolutionized the field of
Natural Language Processing (NLP), but their effectiveness heavily
depends on the quality of the input prompts. This research will explor
how prompt optimization based on linguistic features (syntax,
semantics, pragmatics) can improve LLM performance in specific
tasks. The objective is to identify prompt strategies that avoid
linguistic bias and stereotypes, with a particular focus on the Italian
language.

Introduction
The Italian language presents a unique syntactic and
morphological complexity, with significant implications for
LLMs. Furthermore, the availability of Italian-language
data is limited compared to English, affecting output
quality. This research focuses on how the linguistic
features of Italian influence the responses generated by
LLMs and how prompt optimization can mitigate ethical
issues and biases.

Research methodology
This study involves the analysis
of Italian text corpora alongside
specifically designed prompts to
assess their impact on LLM-
generated outputs. Various LLMs
will be tested with different
types of prompts to evaluate
their responses.
The assessment is conducted
using multiple evaluation metrics,
including accuracy, coherence
and readability.
Additionally, a qualitative analysis will
be performed to examine the outputs
with regard to stereotypes and gender
biases, aiming to identify areas where
linguistic and ethical improvements can
be made.
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Conclusion:
This study highlights the importance of
adapting prompt optimization strategies to
the specific characteristics of the Italian
language. The rich morphology, syntactic
flexibility, and cultural nuances of Italian
present unique challenges that current
multilingual models fail to fully address.
Addressing linguistic biases and dataset
limitations through human-centered AI
methodologies is essential to improving AI-
generated responses.

Italian's morphological complexity influences
LLMs' ability to generate accurate outputs.
Available Italian-language data is limited,
leading to potential overrepresentation of
certain linguistic variants.
Gender stereotypes are still present in
language models and can be amplified by
prompts.
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